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Inverse Resolution of the Heat-Transfer Equation: 
Application to Steel and Aluminum Alloy Quenching 

R Archambau/t and A. Azim 

Two applications of the numerical method for the inverse heat conduction problem are presented. This 
numerical method calculates the surface temperature and heat flux using an internal experimental tem- 
perature evolution. In the case of aluminum alloys, the question of stability and sensitivity to error mea- 
surements is investigated and applied to actual quench cooling. For steel application (high heating and 
cooling rates), a new calculation procedure is developed to solve the problem of solution stability due to 
the nonmonotonous initial temperature profile generated by the superficial heating. This new calculation 
procedure allows the martensite tempered zones to be explained and localized. 
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1. Introduction 

QUENCHING is one of  the most critical operations in the heat 
treatment of many metallic parts, affecting both mechanical 
and structural properties. These effects are related to the 
quench cooling rate and to the instantaneous temperature gradi- 
ents between the surface and the core of  the part. 

In the case of aluminum alloys, optimum quench cooling can 
be calculated on a metallurgical and a mechanical basis (solid-so- 
lution supersaturation and thermal deformations) (Ref 1). The 
practical realization of  such a theoretical cooling is then possi- 
ble (real-time controlled process) (Ref 2). 

The heat treatment of  steels can lead to complex experimen- 
tal and metallurgical situations, especially in the case of  super- 
ficial treating. These types of treatments are designed to obtain 
specific usage properties at the surface of the parts, which re- 
quires different metallurgical paths at the surface and in the 
bulk of the treated part (Ref 3). 

In both cases and from an experimental point of  view, the 
real surface temperature and heat flux remain unknown, as 
they cannot be measured. However, they are needed to deter- 
mine the entire thermal and mechanical fields in the treated 
part and the mechanical and metallurgical paths of  the super- 
ficial zone. 

This paper describes the numerical method used to solve 
this typical inverse heat-conduction problem and its applica- 
tions to steel and 7xxx aluminum alloy quenching. 

2. Problem Formulation 

Consider an infinite cylinder (no heat flux along the z axis) 
initially at a uniform temperature, T 0. During cooling, the heat- 
conduction transfer is governed by: 
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pCpST/St  = div[~, grad(T)] (Eq 1) 

where Tis temperature, p is density, Cp is specific heat, and ~,is 
thermal conductivity. The thermophysical properties are con- 
sidered to be dependent on temperature. 

The initial and limit conditions are: 

for t = 0 T(r,O)=To 

for t > 0  a t r = 0  

a t r = r  e 

a t r = R  

(ST/~r)r=_O = 0 
T(re,t) = Te(t) (measured) 

q = -~, ( ~T /~r ) ~  R (unknown.; to be 
esumateO) 

where q is surface heat flux, R is the radius of  the cylinder, and 
r e is the radial distance to where temperature is measured. 

The temperature evolution at r = r e is supposed to be known 
(experimental measurement). It is then desired to predict the 
heat flux and the temperature evolutions at r = R (cylinder sur- 
face). Thus, the entire domain can be divided into a direct re- 
gion (between r = 0 and r = re) and an inverse region (between 
r = r e and r = R). In the direct region, the boundary conditions 
are known. It is then possible to solve easily this well-posed 
problem. The whole temperature-field calculation in this re- 
gion is first computed independently of the inverse region and 
provides the needed data for the calculation in the inverse re- 
gion, which is the second step of  the global calculation. The fol- 
lowing description and discussions concern only the inverse 
region, assuming that the calculations in the direct domain have 
already been performed. 

2.1 T e m p e r a t u r e - F i e l d  Ca lcu la t ion  

In the inverse region, the heat-flow equation is discretized 
using an implicit finite-differences method (Ref 4). Then, Eq 1 
can be written as: 

(Eq 2) 

where i is the index space, j is the index time, and: 

730--Volume 4(6) December 1995 Journal of Materials Engineering and Performance 



"tfl ] 
a i = - - I ~ ( ~ - ~ )  A r  2 L 2( i -  l)  

1t . = -  - ) ~ -~-  
c~ a(~+{ 1 + 2(i l)  

�9 At 
b i = 2 a ( ~  -1) ~2r2+ 1 

This leads to: 

�9 1 T:_ 1 ai . bi 
T?+I = c'-~t - c-'~ TiJ-1 - c-~ T: (Eq 3) 

The temperature calculation at node (e + 1,1) is possible be- 
cause it uses known temperatures at nodes (e - 1,1), (e,1) and 
(e,0). The temperature of  the subsequent nodes is then calcu- 
lated progressively toward the surface. At the end of  the calcu- 
lation, the temperature field between r = r  e and r=R is 
obtained for each step of  time. These results are then used for 
calculating the evolution of  the surface heat flux. 

2.2 Heat-Flux Calculation 

The heat-flux calculation uses the method described by 
Raynaud and Bransier (Ref 5). For a cylindrical geometry, the 
surface heat flux can then be written as: 

�9 1 OJ = --- [(l - a )  V +1 - (1 + ~) V -1 + a V +1 
- M  2"r M M M-1 

(Eq 4) 

where: 

o~= 1 2 ( M - 1 )  ~ + _ 1  

I~ = 1 2 (M - 1--------S 

:1 1 ] At 
Y = + 2(M - 1---~' Ar pep  

k 

Notice that the surface heat-flux calculation, at index time j, 
uses two future temperatures at nodes M and M - 1 (index time 
j + 1) and two past temperatures at nodes M and M - 1 (index 
time j - 1). This explicit algorithm starts at j = 1 (initial tem- 
perature distribution) and progresses with varying index j until 
j = N (final temperature distribution). 

3. Application to Aluminum Alloy Quenching 

For the alloy under consideration, the main input data are 
the variations of  the thermophysical properties with tempera- 
ture. Table 1 gives expressions for density, specific heat, and 
thermal conductivity temperature variations for 7xxx alumi- 
num alloys (Ref 6). 

3.1 Validation of the Inverse Method 

In order to validate the inverse heat-conduction method, we 
have chosen the following test case: For a given heat-flux evo- 
lution, the temperature evolution at location r = r e is calculated 
using the direct method. This temperature evolution becomes 
the "experimental" cooling law of  the inverse method, with 
which the corresponding surface heat-flux evolution is then re- 
calculated. 

From a numerical point of  view, the choice of  the time and 
space parameters is the most delicate operation in this algo- 
rithm. The At and Ar steps must be chosen carefully in order to 
increase the stability and the precision of the calculations. 
Thus, we have first fixed Ar (0.5 mm) and calculated the heat- 
flux evolution for several At values. The results are shown in 
Fig. 1 and reveal that, for a given Ar, the amplitude of  the oscil- 
lations decreases with increasing time step. However, when the 
stability condition is satisfied (o~At/Ar 2 > 1/2), increasing At can 
be accompanied by a decreasing precision of the heat-flux cal- 
culations. 

Figure 2 shows the heat-flux curves obtained for a fixed At 
(0.001 s) and several Ar values. It should be noted that, for Ar = 0.5 
ram, some oscillations appear, the magnitude of which is signifi- 
cantly reduced with Ar = 0.05 mm. However, for the lower Ar 
(0.025 mm), instabilities arise again even though the stability con- 
dition is satisfied. This must be attributed to unavoidable truncat- 
ing errors due to the numerous numerical operations. 

We have also tested the algorithm behavior response to 
noisy data. This has shown that an experimental "noisy" tem- 
perature evolution with a maximum noise of  2 ~ has no sig- 
nificant effect on the surface temperature calculation. (The 
maximal observed deviation with nonperturbated data is 
around 5 ~ 

3.2 Application to an Actual Quench Cooling Case 

In an earlier study (Ref 7) dealing with the optimization of 
aluminum alloy quenching (high mechanical properties associ- 
ated with low deformations and stresses), an optimum quench 
cooling that presents an accelerated kinetic was calculated. 
This result and its mechanical consequences had to be verified 
experimentally. Because such a temperature evolution is not at- 
tainable with classical immersion quenching, a real-time con- 
trolled water-spraying system developed at the Laboratoire de 
Science et Gtnie des Mattriaux Mttalliques was used to apply this 

Table  1 Thermophysical properties of 7xxx aluminum 
alloys 

p, kg/m 3 2700 
Cp, J/kg �9 ~ 820 + 0.77T 
~W/m. ~ 111 + 194 x 10 -3 T-210 x 10 ~ T 2 + 90 x 10 -9 T 3 
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calculated optimum cooling to cylinders of 7475 alloy (20 mm 
diam) (Ref 1). The temperature control was performed with the 
aid of a thermocouple located beneath the surface of  the sample 
(r e = 9 mm). After quenching, the surface residual stresses were 
measured by x-ray diffraction (XRD) analysis (Ref 7). 

In order to calculate the real evolution of  deformations and 
stresses appearing in the sample during cooling, the entire tem- 
perature field in the cylinder and thus the variation of  the sur- 
face heat flux with temperature had to be determined. The 
experimental temperature evolution at r = r e is used in the in- 
verse algorithm to determine the surface heat-flux variation 
with temperature. This is then used as input data in a thermoe- 
lastoplastic finite-element code (Ref 8) for calculating the re- 
sidual stresses at the end of cooling. Figure 3 shows the surface 
temperature and the heat-flux evolution calculated by the in- 
verse method. The shape of the temperature curve corresponds 
to the "accelerated" cooling. Around 250 ~ the heat-flux evo- 
lution is due to the wetting of the surface of the sample as ex- 
perimentally registered at r = r e. 

Using this quite realistic heat flux evolution, we have then 
calculated the residual tangential stress radial profile presented 
in Fig. 4. Due to the optimization of  the cooling, the stress is 
null along the radius except just  beneath the surface, where one 
can observe a very good agreement with the value obtained by 
XRD (~ = -28 _+ 3 MPa). This clearly indicates that the inverse 
method developed in this study yields accurate and reliable re- 
sults, which should allow estimation of quench cooling pa- 
rameters and consequences that are not experimentally 
attainable. 

4. Application to Steel Quenching 

4.1 Experimental Context 

Another earlier study by the authors concerned optimization 
of the superficial heat treatment of steel parts in order to pro- 
duce a hard homogeneous surface layer over a more ductile 
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Fig. 1 Inverse method stability: influence of time step At for a 
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Fig. 3 Calculated surface temperature and heat-flux evolu- 
tions. M = 21, At = 0.1 s, Ar = 0.5 mm 
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Fig. 2 Inverse method stability: influence of space step Ar for 
a given At (0.001 s) 

100- 

50- 

0- 

-50- 

-I00 

-150 

Calculated 

-200 I t t I 
0 2 4 6 8 10 

Rad ius  ( ram)  

\ 
�9 ~-- RX 

(-28 MPa) 

Fig. 4 Calculated radial profile of the tangential residual stress 
(20 mm diam 7475 alloy). Superficial stress measured by XRD. 
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bulk. This was achieved by means of  fast heating (200 ~ 
fol lowed by fast cool ing (200 ~ interrupted at a given 
temperature by an isothermal  holding above M s (superficial  
temperature "homogenization" before martensitic transforma- 
tion). After 10 s of  holding (T= 480 ~ the sample was then 
cooled to room temperature for martensitic transformation. In- 
duction heating associated with the real-time controlled water- 
spraying system was used for cooling (Ref 2, 9). The sample 
was a 16 mm diam, 30 mm long cylinder; the temperature 
(for process control) was measured at 1.5 mm beneath the 
surface of  the cylinder. The high heating rate promoted a high 
radial temperature gradient as measured just before cooling 
(Fig. 5). This revealed that only a superficial zone is austenitic 
at the end of  the heating and is subsequently transformed to 
martensite at the end of  cooling. 

After heat treating, metallurgical examination of  the sample 
(microstructure and hardness) (Fig. 6) revealed a low hardness 
due to the tempered martensite arising at the surface of  the sam- 
ple (Ref 10). This seemed to indicate that the temperature of the 

Fig. 5 Experimental radial temperature profile reached at the 
end of heating (just before the cooling process) 

superficial zone (between the measurement location and the 
surface) was not perfectly controlled and came below M s just  
before isothermal holding because of the high cooling rate. In 
order to verify this hypothesis and improve the thermal control 
process, we had to determine the superficial thermal field de- 
veloped during cooling. 

4.2 A l g o r i t h m  a n d  N u m e r i c a l  Validat ion 

We first used the previously described numerical procedure 
with minor adaptations: 

�9 The initial temperature boundary condition becomes non- 
monotonous; thus, T(r,O) =f ir ) .  

�9 The thermophysical properties are that of a carbon steel 
(Table 2). 

To validate this calculation in that particular case before any 
application to the real heat treatment, we performed the follow- 
ing test: For a given "fictitious" temperature evolution, the 
temperature evolution at r = r e was calculated using the direct 
method. This calculated evolution became the "experimental" 
cooling law of  the present inverse method, with which the sur- 
face temperature evolution was then calculated and compared 
with the initial "fictitious" one. The results are presented in Fig. 
7 for two cases (At = 0.02 and 0.05 s; A r = 0 . 1 5  mm). They 
show clearly a bad estimation of  the surface temperature evolu- 
tion when the initial temperature profile is nonmonotonous. To 
solve this difficulty, we have developed a new calculation pro- 
cedure that consists of  dividing the initial problem into two ele- 
mentary parts. 

Table 2 Thermophysical proper t ies  of  carbon steel 

p, kg/m 3 
Cp, J/kg �9 ~ 
~,, Wlm . ~ 

7760 
4.5 x 10 -4 T 2 + 0.084T+ 475.7 

-1.94 x 10 -5 T 2 - 9.36 x 10 -3 T+ 46.76 

(a) (b) 

Fig. 6 (a) Micrograph of the cemented zone (I 70 ~ for 10 s at 480 ~ - 170 ~ (b) Hardness profile in the cemented zone (170 and 
200 ~ 
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Initial  problem: 

1 ~ T  3 2 T 1 3T )~ 
ot = = f(T) 

r 3r  ~ r 2 ct /~t pCp 

at t = 0 T(r,0) = Ti(r) (nonmonotonous  initial 
temperature profi le)  

t > 0  

[~T]  0 

I j r J o  -- 
I T(R,t) = Ts(t) (unknown) (surface temperature) 

[ T(re,t) = Tin(t) (experimental cooling 
law at r = re) 

Elementary problem 1---direct  with a nonmonotonous  initial 
radial  profile: 

1 ~ T I  b 2 T l  1 3Tt 
- - +  - - _  

r O r  a r  2 ot ~ t  

at t = 0 Tl(r,O) = Ti(r) - Ts(0) = Ti(r) - Ti(R) 

t > 0  [_ Or j ~ o = 0  

Tl(R, t )  = 0 

Elementary problem 2 - - i n v e r s e  with a uniform initial radial  
profile:  
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Fig. 7 Inverse method application using nonmonotonous pro- 
file. Ar = 0.15 mm, At = 0.05 s, At = 0.02 s 

1 ~)T2 j~2T2 1 (3T2 
- -  J t - - -  

r a r  a r  2 (x ~t 

at t = 0 T2(r,0) = Ts(0) = Ti(R) 

t > 0  [ Or jr=_0 = 0 

T2(R,t  ) = Ts(t ) (unknown)  

T2(re, t) = Tm(re,t) - Tl(re,  t ) 

�9 Step 1: The first e lementary problem (TI) is resolved by a 
direct  method (using a nonuniform initial profile) for  calcu- 
lating Tl(r,t) and part icularly Tl(re,t), where r e is the radial  
posit ion of  the known exper imental  cooling law in the in- 
itial problem. 

�9 Step 2: The  second e lementary  problem (T 2) is an inverse 
problem (using a uniform initial profile). We first calculate 
T 2 (re, t) = T m (re,t) - T 1 (re,t), where T m (re, t) is the known 
experimental  cooling law at r = r e, and T 1 (re, t) is the cool-  
ing law at r e calculated by the direct method. With the in- 
verse method, we then calculate  the temperature f ield 
T2(r,t) at each step of  time. 

�9 Step 3: Finally, the global  solution of  the initial problem is 
then deduced by superposi t ion of  the T 1 (r,t) and T 2 (r,t) 
f ields : T(r,t) = T 1 (r,t) + T 2 (r,t). 

To validate this method,  we used the same t ime and space 
steps (At = 0.02 s, A r =  0.15 mm)  and the same initial radial  
temperature profile (see Fig.  5) used for the previous  calcula-  
tion. Figure  8 presents the ini t ial ly known and the calcula ted 
temperature  evolutions.  This  reveals  a very good agreement  
and thus a major  improvement  in the superficial  thermal  field 
calculat ion.  
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Fig. g Validation of the new inverse calculation methodology. 
Ar = 0.15 mm, At = 0.02 s 

734---Volume 4(6) December 1995 Journal of Materials Engineering and Performance 



4.3 Application to an Actual Heat Treatment 

In order to validate our metallurgical hypothesis, we have 
adopted the procedure presented in Fig. 9. Using the new calcu- 
lation method (see section 4.2) and for the given experimental 
cooling law registered at 1.5 mm beneath the surface, we calcu- 
lated the temperature evolutions T = fit) at different locations 
in the superficial zone and deduced the lowest temperatures 
reached before the isothermal holding. 

Figure 10 shows the experimental and calculated cooling 
evolutions for an actual heat-treating case (cemented steel). 
One can see that the experimental cooling is perfectly controll- 
ed, but, due to the high cooling rate, the temperature of  the su- 
perficial zone quickly becomes lower than the holding 
temperature during the first step of the cooling. We can now 
compare the minimal temperatures reached before the holding 
with the corresponding M s temperatures measured elsewhere 
for the studied steels (Ref 10) and quantify the deviation be- 
tween the temperature reached in the superficial zone and the 
M s temperature. For the region between the surface of  the sam- 
ple and the temperature measurement location (1.5 mm), Fig. 
11 shows: 

* The profile of the minimal temperature reached before 
holdings at 330, 480, and 560 ~ 

* The variation of  the M s temperature related to the carbon 
profile after cementation 

These results indicate that when the temperature of  the hold- 
ing is high enough (560 ~ the minimal temperatures reached 
just before the isothermal holding are not low enough to pro- 
mote martensitic transformation. For the two other cases (480 and 
330 ~ the temperature before the holding can effectively be- 

I 
experimental cooling law [ 

registered at 1.5mm beneath the I surface 

direct and inverse superposition method 
temperature field calculation 

minimal calcul!ed temperatures 
reached before the isothermal 

holdinlg 

localization of the martensite tempered zones I 

I Ms temperature [ 

Fig. 9 Procedure used for illustrating the structural anomalies 
in superficial zones 

come lower than the M s temperature. The martensite thus formed 
can then be tempered because of reheating (by internal conduc- 
tion) to the holding temperature when this is higher than M s . 

The structural anomalies (low hardness zones) observed ex- 
perimentally are thus due to this complex thermal and metallur- 
gical interaction (Ref 10). This means that for such fast heat 
treatments, our temperature-controlling process was not reli- 
able enough to ensure precise superficial metallurgical paths. 
This has been modified for controlling the real surface tempera- 
ture by means of infrared sensors. This noncontact solution led to 
coherent thermal and metallurgical results (to be published). 

5. Conclusions 

A numerical technique for the solution of  a nonlinear in- 
verse heat-conduction problem has been presented for calculat- 
ing the surface temperature and heat flux in a cylindrical 
geometry. The question of stability and sensitivity to error mea- 
surements has been investigated. It was shown by a set of  ex- 
amples that stability is ensured by an adequate choice of space 
and time steps and that sensitivity to error measurements is 
quite limited. 

The algorithm described in this paper has been used (1) to 
study the quenching of  aluminum alloys for which the phase 
transformations do not involve a significant thermal internal 
source (low volume fraction of  precipitation) and (2) to explain 
metallurgical anomalies observed after superficial quenching 
of  steels. The main difficulty in this last case was to take into ac- 
count the nonuniform initial temperature due to the high heat- 
ing rate (superficial heat treatment). This problem was solved 
by using a superposition algorithm involving two parts: direct 
(shifted nonuniform initial profile) and inverse (constant initial 
temperature). 

For aluminum alloys, the presented method allowed valida- 
tion of  the optimum quench cooling concept (high supersatura- 
tion associated with no residual stresses). The results obtained 
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Fig. 11 Comparison between the minimal and Ms temperatures 
reached before the isothermal holding (cemented sample) 

l 

for interrupted cooling of  steel have confirmed and improved 
the metallurgical hypothesis. Due to a high cooling rate before 
isothermal holding above the martensitic transformation tem- 
perature, the temperature of the superficial zone can become 
lower than M s, promoting a localized transformation followed 
by tempering. 

This work is continuing to investigate more complex cases 
in order to take into account the internal thermal source and the 
variations of the thermal properties due to the metallurgical 
transformations induced by the temperature variation (heating 
and cooling). 
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